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what makes us human? 1



what does it mean to be human?

humane 
humanitarian 



what does it mean not to be human?

inhumane 
dehumanization 



We used to rely on other humans
to tell us how to be human



Today we’re increasingly trusting machines
to tell us how to be human



• The machines we build don’t act out of or care about exploitation and oppression 
unless we make them. 

• We inadvertently extend biases into what we build, and when we do so, we 
diminish our own humanity. 

• How similar do machines have to be to us—including the parts we don’t like very much
—to be considered human? 

• And is it unrealistic or too optimistic to want machines that don’t have the same 
biases we have as humans?



• Avatars are graphical or three-dimensional representations of a human, often with 
exaggerated or idealized features. 

• Assistants are devices or interfaces that perform tasks on behalf of a human or 
answer questions for humans. 

• Artificial intelligence is the simulation or extension of a person’s human 
intelligence, often displaying humanlike behavior.

Humanlike “machines”



What are the issues at stake when we give 
more and more of ourselves

to the machines in our midst?



avatars influence how we 
perceive ourselves 2



Avatars allow us to build new selves,

especially if we can’t be ourselves in public





• The creation of an avatar in the imaginary spaces known as metaverses is obligatory. 

• But avatars force us to grapple with serious quandaries around how we picture 
ourselves, how we idealize ourselves, and how we derive our identities. 

• Despite the considerable benefits of digital identities that are distinct from our analog 
selves, avatars can be insidious when their designs mirror or accentuate social biases. 

• Is a metaverse where we boost certain identities over others one we 
want to accept, let alone inhabit?

The problem with avatars



I pushed up to the demo and took an image of my face and 
entered my biometric data, including my height and weight. 
The algorithm went to work, and there I was—an 
exceptionally slender, incredibly pale, straight-haired person 
with two legs, in a trendy outfit, no wheelchair in sight. 
What I saw was an odd reflection of the person that I’ve 
worked hard to appreciate. [...]

—Molly Bloom

UX Researcher and Anthropologist



I have not had two legs for the last fifteen years of my life. 
The impact of viewing my avatar might have been jarring if I 
was not used to the mismatch between my experience and 
how technology producers imagine the humans who will use 
their products.

—Molly Bloom

UX Researcher and Anthropologist



I have worked tirelessly to appreciate my plumpness, my 
blemishes, my frizzy hair, and, especially, my one-legged, 
wheelchair-using, disabled, badassness. […] The work that I 
put into finding appeal in a body that does not fit standard 
beauty norms was erased in a matter of seconds by a 
technology that had not been designed so a person like me 
could feel comfortable about who they are.

—Molly Bloom

UX Researcher and Anthropologist



(Pinscreen)



(Pinscreen)



Questions to ask

1. Do you really need to force users to create avatars, especially avatars that may bear 
little to no resemblance to how they identify in real life? 

2. Beyond the case of avatars, what biases and prejudices are you presuming about users 
when asking them to create a digital profile of any sort (names, honorifics, etc.?) 

3. If you absolutely must require avatars, ensure they can be configured granularly and 
customized to a degree that comes as close to mirroring the real world.



Best practices

1. Avoid requiring avatars unless absolutely necessary. In general, avoid avatars. 

2. Create configuration tools that allow for customization across identities beyond the 
basic settings found. Hair color, eye color, and skin color aren't enough. Users should 
be able to set other traits that reflect the full range of identities users have. 

3. Never require a user to fall back to a default avatar; instead, create a nondescript 
avatar without characterizing a particular set of identities as superior or inferior to 
another.



Avatars designed based on biases
limit our self-perception



assistants influence how we 
perceive each other 3



Assistants help us save time
But is there a hidden cost?



Clippy



From the beginning, I hated the way that Screen Readers 
[sic] work. Why are they designed the way they are? It makes 
no sense to present information visually and then, and only 
then, translate that into audio. All of the time and energy 
that goes into creating the perfect user experience for an app 
is wasted, or even worse.

—Chris Maury

“War Stories”, Wired Magazine

“Fangs: The screen reader emulator”, Ithildraug, CC BY-SA 3.0

https://commons.wikimedia.org/wiki/File:Wikiread_hiragana.png




Sample dialogue

Ask GeorgiaGov: Welcome to GeorgiaGov. 
Feel free to ask a question. 
User: How do I renew my license?  

Ask GeorgiaGov: Does this sound helpful? 
Getting a boating, fishing, or hunting license.  

User: No.  

Ask GeorgiaGov: Does this sound helpful? 
Driver’s licenses.  

User: Yes.



Sample dialogue

Ask GeorgiaGov: The Department of 
Driver Services helps you obtain, renew, or 
replace learner’s permits, ID cards, and 
licenses. […] I have a list of related 
information. Would you like to hear it? 
User: Sure. 

Ask GeorgiaGov: Does this sound useful? 
How do I transfer my out-of-state driver’s 
license once I move to Georgia? 

User: Yes.



Sample dialogue

Ask GeorgiaGov: Does this sound useful? 
How do I transfer my out-of-state driver’s 
license once I move to Georgia? 
User: Yes. 

Ask GeorgiaGov: Within 30 days of 
moving to Georgia you are required to visit 
the nearest Department of Driver Services 
[…] Would you like to hear more related 
information?



“Lawson’s”



Assistants help us save time
But do they understand us?



• Assistants like Alexa and Siri are often ill-equipped to understand language that isn’t 
considered “pristine.” 

• Minority dialects such as regional dialects that make use of uncommon colloquialisms or 
pronunciations can be considered inferior, as can usage by a nonnative speaker of a 
language. 

• In English, this can mean considering “nonstandard” dialects like AAVE, regional U.S. 
dialects, immigrant English, or queer English unsuitable for use with a conversational 
interface, suggesting users need to modulate their natural speech to be understood. 

• Ignoring these dialects ignores the richness inherent to the way humans use natural 
language and assigns them inferiority, allowing bias and xenophobia to persist.

Understanding of whom?



Assistants help us save time
But do they make us treat others differently?



When you hear Alexa or Siri speak,
who is the person you picture?



• A human identity can give life to normally austere assistants like Alexa or Siri, but it 
comes a cost. 

• Pervasive sexism in our society portrays executive assistants only as secretarial women. 
This influences every aspect of the most common assistants used today, including how 
we speak to them. Deeply held biases may prejudice us in favor of one type of assistant 
over another. 

• The attributes we bestow upon speech synthesizers to establish identity may in fact 
worsen the systemic oppression many face on a daily basis in society.

Who are assistants?



(Open Voice Network)



(GenderLess Voice)



Questions to ask

1. Are you understanding all of your users? Are you accounting for dialects that fall 
outside the list of standard or majority dialects in your area? 

2. Are you inadvertently reinforcing prejudices or biases that exist in society and that are 
embedded in assistants? Are you offering a variety of speech synthesizers and allowing 
users to choose from and configure them? 

3. What is the impact of your assistant on those who work as frontline customer service 
agents or call center staffers?



Best practices

1. Ensure that the voice recognition technology you use understands as many dialects as 
possible and accounts for other modes of speech, including those used by disabled 
and queer people. 

2. Ensure that the speech synthesizer you use is configurable to use a variety of dialects 
so that users can hear their own voices represented in their assistants. 

3. Aim to create a voice assistant that supplements rather than replaces the important 
work of frontline customer service agents and call center staffers.



AI influences how we 
perceive the world 4



The New York Times Ars Technica



The New York Times



AI is just blowing through all of the things that are supposed 
to separate humans from machines.

—Ethan Mollick 
Wharton School, University of Pennsylvania



The Verge



• Generative AI and LLMs trained on data that shows bias to begin with is already 
leading to some of the same “hallucinations” we’ve seen in algorithmic racism and racist 
machine vision. They are only as good as the data they consume. 

• Bias presented in responses, and AI hallucinations rooted in bias, can lead to harmful 
outcomes for those who already experience oppression. 

• Generative AI is also already taking the jobs of some of those workers who can least 
afford it.

Bias, hallucinations, and labor



"Writers Guild of America 2023 writers strike", Fabebk, CC BY-SA 4.0

https://commons.wikimedia.org/wiki/File:Writers_Guild_of_America_2023_writers_strike.jpg


AI is already affecting workers like us
around the world



You Deserve a Tech Union 
Ethan Marcotte



Questions to ask

1. Does your AI algorithm rely on data that displays biases of its own? How are you 
addressing these biases in training your AI? 

2. What are you doing to address biases that may emerge due to hallucinations? 

3. Is your AI implementation directly helping or hurting workers?



what can (and should) we do?5



What can (and should) we do

1. Advocate true inclusion, accessibility, and equity at work, at all levels of the 
organization, especially pay equity. 

2. Support AI regulation and open-source solutions for speech synthesis, voice 
recognition, and AI. 

3. Unionize and support unionization in tech and other industries.



Questions to ask

1. Are we encoding biases and forms of oppression in the products and services we 
create? in the content we write? in the interfaces we design? 

2. Do we have the right voices at the table when discussing technologies we would like 
to implement, such as avatars, assistants, and artificial intelligence? 

3. How can we work together to address the fact that resources remain in the hands of 
the privileged few and largest corporations, leading to the continued exploitation of 
workers?



key takeaways 6



By giving up more and more control over 
our ability to define ourselves,

we’re losing what makes us human



Machines can’t (and shouldn’t) tell us
how to perceive ourselves

how to perceive each other

how to perceive the world



We can’t (and shouldn’t) rely on machines
to tell us how to be human
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